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EC228 Mid Term Examination #2:  Topics Review 
 
Estimation and Inference:  Comparison of SLR and MLR Analysis 

 SLR MLR 

Those (S/M)LR 
Assumptions 

SLR.1:  Linear Model 

0 1Y X Uβ β= + +  

MLR.1:  Linear Model 

0 j jY X Uβ β= + +∑  

 SLR2:  Random sampling MLR2:  Random sampling 

 SLR3:  Sampling variation in the 
independent variable 

MLR3:  No perfect collinearity 

 SLR.4:  Zero Conditional Mean 

( | ) 0E U X x= =  for any x 

MLR.4:  Zero Conditional Mean  

1( | , , ) 0nE U x x =  for any x1, … 

If these hold: LUE:  OLS provides unbiased 
parameter estimates 

LUE:  OLS provides unbiased 
parameter estimates  

SRF (Sample 
Regression 
Function) 

0 1
ˆ ˆŷ xβ β= +  0ˆ ˆj jy xβ β= +∑  

PRF (Population 
Regression 
Function) 

0 1( | )E Y X x xβ β= = +  1 0( | , , )k j jE Y x x xβ β= +∑  

Add one more 
assumption 

SLR.5:  Homoskedastic errors 
(conditional on x) 

MLR.5:  Homoskedastic errors 
(conditional on the xj’s) 

If all 5 conditions 
hold: 
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 MSE unbiased estimator of 2σ  MSE unbiased estimator of 2σ  

Gauss-Markov Thm. SLR.1-SLR.5 →BLUE MLR.1-MLR.5 →BLUE 

2.  Inference SLR MLR 

Add one last 
Assumption: 
Distribution of iY  

SLR.6: 2(0, )iU N σ  and indept. 
of X 

MLR.6: 2(0, )iU N σ  and indept. 
of the RHS variables 

Degrees of Freedom n-2 n-k-1 

Distribution of 1B  
(SLR.1-6/MLR.1-6)  

( )1 1 1, var( )B N Bβ  ( ), var( )x x xB N Bβ  

 1 1

1
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( )

B N
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x x

x
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Distribution of 
Estimator; t statistic 

(SLR.1-6/MLR.1-6) 
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Confidence 
Intervals (C is 
confidence level) 

[ ]1 1( )B c se B± , 2[| | )nP t c C− < =  [ ]( )x xB c se B± , 1[| | )n kP t c C− − < =  

Null Hypothesis:  0 1: 0H β =  0 : 0xH β =  

t stat (under H0) 1
2

1( ) n
Btstat t

se B −=   1( )
x

n k
x

B
tstat t

se B − −=   

p value (for given 
data set and OLS 
estimates) 

1̂
2[| | )np P t tstat

β−= >  ˆ1[| | )
x

n kp P t tstat
β− −= >  

Significance Level α  α  
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Hypothesis Test (for 
given…) : 

Reject H0 if 
1̂

t c
β

>  or if p α<   Reject H0 if ˆ
x

t c
β

>  or if p α<  

 
 
Further Discussion 
 
Material covered prior to the stats review: 
1) Omitted variable bias/impact cont'd (k to k-1 RHS variables; 2 to 1 was covered prior to MT 

#1):  As in the simpler cases, OVB is driven by two factors:   

• the coefficient of the omitted variable when it is in the Full Model, and 

• the collinearity of the omitted variable with the other explanatory variables in the model. 

a) Often times, we’re happy to be able to just sign the bias, and get a sense of whether we have 
under- or over-estimated slope coefficients. 

2) Interpretation of MLR estimated coefficients:  The sign of an estimated coefficient in an 
MLR model will agree with the sign of the (partial) correlation between WhatsLefty and 
WhatsNextx. 

• What’s New:  WhatsNewx about RHS variable x is the residual from the collinearity 
regression of x on the other RHS variables.   

• What’s Left:  WhatsLefty about the LHS variable y is the residual from the regression of the 
LHS variable y on the RHS variables other than x. 

a) There's no guarantee that the sign of the partial correlation between y and x will agree with 
the sign of the correlation of y and x.  (example:  wk1 movies revenues) 

 
Material covered after the stats review: 
3) Those SLR’s and MLR’s (also, see above):   

a) Given SLR/MLR.1-4, OLS estimators are Linear Unbiased Estimators (LUEs), conditional 
on the x’s.   

i) But OLS estimators are not alone; there are an infinite number of LUEs (e.g. any 
weighted average of slopes to the sample means).   

b) Add in SLR/MLR 5 (homoskedasticity), and MSEs provide unbiased estimators of the 
conditional variance of the U’s, and we can derive expressions for the variances, standard 
deviations and standard errors of the OLS estimators (VIFs factor in formulas with MLR 
models).   

c) … and with SLR/MLR 1-5, we have the Gauss-Markov Theorem:  OLS BLUE≡  (minimum 
variance in the class of LUEs); no distributional assumptions with SLR/MLR 1-5. 
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d) To do Inference we need to make distributional assumptions:   

i) SLR/MLR 6:  The U’s are Normally distributed (with mean zero and constant variance) 
and independent of the x’s…  

ii) Given SLR/MLR 1-6, the OLS slope estimator(s) will be Normally distributed, and the 
associated t statistic will have a t distribution with n-k-1 dofs 

iii) Use the t distribution with n-k-1 dofs to generate confidence intervals and do hypothesis 
testing (everything driven by the t statistic having a t distribution with n-k-1 dofs) 

4) Heteroskedasticity: SLR/MLR 5 is violated.  OLS is still unbiased given SLR/MLR1-4; but the 
usual reported OLS standard errors are not usable… and so the reported t stats, p-values and 
confidence intervals are also not correct 

a) … run weighted least squares if possible (weights inversely related to variances); but in any 
event run , robust (no harm if have homoskedasticity) to get heteroscedasticity corrected 
standard errors 

b) Estimated coefficients are unchanged under ,robust; standard errors, t stats and p values can 
increase or decrease relative to regression results absent the correction for heteroskedasticity 

5) Dummies  
a) … on the RHS:  allow for different intercepts (fixed effects) and/or slopes for differing 

populations; intercept and slope dummies; dummies pick up averages of unexplained 
residuals, sort of; to understand what your SRF is telling you, just look at predicted values 
under different combinations of 0’s and 1’s; importance of the benchmark/reference group 
(the omitted dummy) in interpreting results 

b) … on the LHS (will be covered in final class): bivariate dependent variable; SRF = LPM 
(Linear Probability Model); can read marginal effects right off the regression output (unlike 
more sophisticated models); may generate predicted probabilities above 1 or below 0 

6) F statistics 

a) The F statistic is an elasticity, looking at % SSRs∆  v. % dofs∆ ; also defined using 2
RR  and 

2
URR ; when testing for a single parameter,  2Fstat tstat=  

b) F stats connect the two approaches to Assessment, Goodness-of-Fit (SSRs, R-sq's, SSEs) and 
Inference (t stats etc .);  t-stats (squared) capture incremental impacts on R-sq's (can also 
express in terms of changes in SSRs or SSEs) 

c) The relationship between F statistics, t statistics, adj 2R , and MSE (connection to adj 2R , 
and MSE to be covered in final class): 

i) In moving from the unrestricted model to the restricted model, adjusted R2 decreases iff 
the F statistic exceeds 1, and increases if F stat  < 1 (so 2 2 1R URadjR adjR iff F< > )  (to be 
covered in final class) 

ii) We saw this type of result previously with t stats. 
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7) F tests:  identical to the t test when looking at a single RHS variable; with more than one RHS 
variable, use the F test to test linear restrictions on the parameters of the model; watch out for 
baby/bathwater effect 

a) The reported F stat and associated p-value reported in standard OLS regression output is for 
the F test of the (joint) null hypothesis that the true parameter values for the RHS variables 
are all zero; if you cannot reject that null hypothesis, you have a really bad model!  (to be 
covered in final class) 

8) Functional forms:  exploring functional relationships with slope and intercept dummies, ln’s, 
exp’s, polynomials, percentile (e.g. quintile, decile etc) dummies and fixed effects… and maybe 
include trend effects, categorical dummies (e.g. regional dummies) 

9) Three terms not mentioned for more than a nano-second in the course (to be covered in 
final class):  Correctly specified model, identification, consistency 

a) And one technique:  Instrumental Variables (IVs) 


